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1.0 INTRODUCTION
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Solid electrolytes (also termed as supcrionic solids or fast ion conductors) are
characterized by high electrical conductivity, comparable to concentrated liquid
electrolytes or even molten salt electrolytes, made possible by rapid transport of ions in the
crystalline lattice. The electronic conductivity is small with an electronic transference
number (Q less than 104 . A semi-empirical rule formulated by Hcyne[l] stipulates the
allowable values for the electronic band-gap in good solid electrolytes to be higher than
t/300 cV, i.e., a low electronic conductivity of 10-6 Q-l cm-l at any temperature - a
ncccssary but not sufficient condition. Such supcrionic solids paved the way for the
development of solid state electrochemistry or solid state ionics and also furthered
progress in related technologies such as galvanic cells (batteries), fuel cells capacitors,
electrochromic devices and sensors.

The conductivity of supersonic solids (e.g. RbAg15 -0.27 Q-1 cm-l @ room temperature)
is typically many orders of magnitude higher than of commonly known ionic solids, (e.g.
NaCl, KC] - 10-16 !Wcm-l). Many ionic solids exhibit such high electrical conductivity
above a certain temperature, often associated with distinct structural change (e.g. AgI).
Further, structures that permit rapid ion transporl are generally disordered channeled or
laycred[zl.

Microscopically, the ionic conductivity in solids is caused by the existence of defects or
disorders. A perfect crystal of an ionic compound would be an insu1ator[31. Based on the
types of defects or disorders, the supcrionic solids can be classified as follows:

Point defect (zero dimensional) type : Here, the concentration of the point defects is
1020 cm-3

Molten - sub-lattice type: a case of liquid-like molten sub-lattice, in which the number
of ions of a particular type is less than the number of sites available for them. The
number of mobile ionic charge carriers is 1022 cm-3. These arc often marked by a
channeled or layered structure.

Despite the fact that cations as well as anions can move in the solid lattice, mobility of
cations in generally favored due to their small ionic size. Many of the known supcrionic
solids arc cationic conductors and especially of small size, e.g. Li+, Na+, K+. Also many of
the solid electrolytes involve a monovalent ion, owing to relatively strong coulombic
interactions between divalcnt or trivalent ions with the lattice. This is an
oversimplification of the underlying mechanism. A more rigorous correlation between the
ionic conduction and the structural aspects of the solid electrolytes has been attempted
rcccntl y14-71.



2.0 DEFECTS AND DISORDERS

2.1 Types of I)cfects

The lattice defects present in an ionic solid arc conventionally represented using Krogcn-
Vink notation, which specifies the nature, location and effective charge of a defect relative
to the neutral unperturbed lattice. The various kinds of point imperfections possible (Fig.
1.1 ) in an ionic crystal (MX, M and X arc monovalent) taking into account the
requirement of charge neutrality are as follows.

(i) Vacancies: a missing M+ ion in a pure binary compound missing from its
normal site depicted as V’M. Likewise a vacant. anion site is represented by V“x

(VO stands for vacancy, the subscript for the missing species and the superscript for
the charge, prime for effective negative charge and dot for positive charge).

(ii) Intcrstitials: An ion M+ or X- occurs in an interstitial site denoted as Mi*
or X’i. The term vacancy (or interstitial) defect may be understood to occur if in a
volume element of the lattice, a particle is missing (or contains an excess particle)
with respect to the ideal lattice, independent of whether at the point or in its
immediate vicinity, particles deviate from their normal position or not. In other
words any such defect is bclievd to cause a certain distortion of the lattice in the
immediate neighborhood.

(iii) Misplaced atoms : an atom M occupying a normal X site or vice versa, MX
or X~.

(iv) Schottky defects : a cation vacancy together with an anion vacancy (V’M
VOX) predominantly present in alkali halides. In this vacancy mechanism of
conduction, positive and negative ions leave their normal sites to jump into
vacancies.

(v) Frenkel  defect : a cation vacancy together with an interstitial cation (V’M

M*i) as in silver halides. Anti-Frenkcl defects (V”x X’i) occur in ThOz and CaFz. If
the migration of atoms takes place by jumps of interstitial from interstice to
interstice, it is termed an interstitial mechanism. When an interstitial jumps to a
normal site pushing the atom at it to another interstice, it is teemed an intcrstitialcy
mechanism.

(vi) Impurities : Aliovalcnt impurities substituting for a normal or interstitial
site. Impurity cations of higher (than host cation) valence generates impurity
cation + in~rstitial ~ion  (UM X’i) or in~purity cation + cation vacancy w~ V’M )
defects. With a lower valence impurity, it is possible to get an impurity cation +
anion vacancy or impurity cation + cation interstitial defect.
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A summary of the types of defects established in different ionic crystals is given in Table 1.
In general, defeet types based on interstitial anions (type ii, iii and vi) are less likely than
their cation counterparts, due to a relatively closer packing of anions in most ionic solids.

2.2 Expressions for Defect Concentration

The ionic conductivity as well as the diffusion coefficient are governed by the
concentration of defects. The concentrations of the dcfeets of both Schottky and Frenkel
type, under various conditions can be expressed in terms of the thermodynamic parameters
corresponding to the defeet formation as shown bclow[sl:

i) Pure crystal

Consider the case of Schottky defects. Let the mole fractions of positive and negative ion
vacancies be xl, and x2 and their numbers be n+ and n. respeetivcl  y.

n + = n- = N CXP (-G,/ K T) (1.1)

xl X2 = X02 = cxp (-Gs/KT)

= cxp (S, / K) exp (-H,/ K T) (1.2)

where G,, S, and H, are the Gibbs energy, entropy and enthalpy respectively, of the
formation of a Schottky pair. ‘N’ is the number of cation or anion sites. For a pure
crystal, the charge neutrality condition is written as

xl = X2 = X.

The Frenkel defects can likewise be expressed as

np = (N N’) ‘n exp (-GF/ 2 K T) (1.3)

where N is the number of interstitial sites and Gp is the Gibbs energy for formation of
Frenkel defects.

ii) Doped Crystal

If an ionic crystal is doped by an aliovalcnt impurity (e.g., Ca++ in NaCl), additional cation
vacancies are produced to compensate for the charge difference. The charge neutrality
equation would then be

x, = X2 + cl (1 .4)

where c1 is the mole fraction of the divalcnt impurity.
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From equations (1.1), (1.2) and (1.4), we gel

xl = l/2c1{l +(2x~/c~)1’2 +1} (1.5a)

X2 = l/2c1 {l+(2xo/cl) l/2 - 1) (1.5b)

For a large dopant concentration, i.e., c >> X., the above equations reduce to xl = c and
x z / c. For small concentrations, on the other hand, the concentrations reduce toX2 =. ~

the pure crystal values as expected. , i.e., xl = X2 = Xoe

For a divalcnt anion impurity with a concentration C2, The charge neutrality condition
becomes

xl + C2 = X2 (1.6)

and the values of xl and X2 would be

xl = l/2c2{l +(2xo/c2)l’2  -  1} (1.7a)

X2 = l/2c2{l +(2xo/cl) l/2 + 1} (1.7b)

The extra charge on the divalent cation impurity may also induce an association of the
oppositely charged cation vacancies. Since these complexes will not contribute to the
conductivity, it is essential to know and correct for the number of these associated
impurity - vacancy pairs.

2.3 Lattice Disorder and Association of Defects

The lattice disorder could be isotropic as in AgI, doped-Zr02 and Th02, or in one direction
as the crystals with a tunnel-type structure[91 (e.g. tungsten bronze) or in two directions as
in crystals with a plane containing a loose, random packing of atoms sandwiched between
close-packed planes (e.g. ~-alumina typc[ ] 01). The defects resulting from aliovalent
impurities are in general randomly distributed over the appropriate sub-lattice sites and
often carry a net charge. Electrostatic attraction between such charged dcfeets may
promote the formation of defect pairs or large clusters that may be electrically neutral or
carry a net charge. Due to such association of defects, the concentration of free or quasi-
frec defects doesn’t increase linearly with increasing defect concentration and may
decrease with decreasing temperature. It follows from Lidiard’s analysis[sl that at a given
temperature, the conductivity varies with the impurity addition at first linearly (up to about
1% defect concentration) and then at a decreasing rate until it becomes nearly asymptotic.
Beyond about 3% - 4% of defect concentration, however, the above analysis appears to
breakdown, since the conductivity decreases with increasing defect concentration. At
these high defect contents, clustering or ordering of defeets starts. Reeent calculations
based on near-neighbor interactions[l l] show that the effeetive charge carrier concentration



goes through a maximum at a certain dopant level in massively dcfectivc solids. When
very large defeet contents are involved, new compounds can occur.

3.0 STRUCTURAL FEATURES

The potential utility of the solid electrolyte materials for a wide range of technological
applications was brought out by Wagner and coworkers [~ 2-141. Further impetus to this
13cld was provided by two family of materials exhibiting unusually high ionic conductivities
at surprisingly low temperatures. These were :

a) Silver-conducting ternary silver iodides : Bradley and Greencll$]Gl and Owens and
Argue[lTl had described solid electrolyte of the form MA&15 with conductance at
ambient temperature in excess of 10 S m-] ~ the same value of conductance of a molar KC]
aqueous solution.

b) Alkali metal-conducting ~-aluminas : Yao and Kummer[18’191 showed that a single
crystal of (hlurnina exhibited rapid diffusion (diffusion coefficient of sodium ions of 1 X
10-9 mz/s at 300°C - a value comparable to that in molten NaNO~)  of univalent cations in
a plane perpendicular to the c-axis.

The ~-alumina type materials were of particular importance due to a wide variety of fast
ionic solid materials that emerged therefrom and to the formulation of a new battery
system, sodium-sulfur[LOl  of high specific power and power with the solid electrolyte
acting as a separator between liquid reactants. Other battery systems in this family
emerged reeently (sodium metal chloride batteries) constitute solid transition metal
chloride in chloroaluminate melts as cathodes [21-231.

In general, solid electrolytes with Schottky disorder, in which ionic transport occurs by the
motion of vacancies such as alkali halides have high activation cnthalpies and low ionic
conductivities. On the other hand, the materials with Frcnkel disorder, such as some silver
and copper halides, in which ionic transport occurs by the motion of interstitial species
have low activation enthalpies and high ionic conductivities. The third group of materials
called fast ionic or supersonic conductors exhibit very high ionic concluctivities and
unusually low values of activation enthalpy. Many of the solid electrolytes may fall in
between these three categories or even shift from onc type of behavior to another.

A number of structural features have been found to characterize the solids which have
rapid ionic transport and to distinguish them from the more usual ionic crystals. Typically,
their structures are not close-packed but contain networks of ion-sized passageways
consisting of interconnected polyhedra of the fixed ions, through selected mobile ions may
move. In general, the number of sites available for the mobile ions is much larger than the
number of mobile ions themselves; hcnec the solid has a highly disordered structure. The
high conductivity is brought about by a combination of mobile particles and a low enthalpy
of activation for ion motion from site to site.
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It is now clear that the materials that exhibit fast ionic conduction have special
characteristics related to their crystal structures. Several reviews have appcared[24-sTl
dealing with such fast ionic conductors. These materials arc broadly classified below
based on their characteristic features related to the crystal structure.

Interstitial vwtion  in body centered cubic (lICC)  structure

One of the first materials in this class[381 was AgI above 146°C containing BCC
arrangement of I- ions with which Ag ion moves intcrstitially[ 391. The high temperature
phase of AgzS has also similar structure that permits Ag ions to move interstitially through
the tunnels in the body-centered cubic array of sulfur ions [] z].

Interstitial motion in rutile structure

The rutile (TiOz) structure has a tctragonal symmetry in which the cations are oc~h~rally
coordinated by anions and these octahedra are joined into a three dimensional framework
by sharing corners such that each anion is adjacent to these cations. This arrangement
produces a relatively open tunnel in the ‘c’ direction made up of a string of clistorted edge-
sharing tetrahedral sites that are empty in the ideal structure. Motion of ions residing in
these sites would involve passing through a two-coordinate aperture (the shared edge)
similar to that in the ct-AgI structure. In such structures, lithium ion [AO’AII, H+ and D+
ions[42’431 are quite mobile and the ionic transpoll is highly dirtxtional.

Other materials with unidirectional tunnels

Several other materials containing unidirectional crystallographic tunnels within which
ionic species can be quite mobile, exist either primarily as ionic or as mixed conductors.
Some examples are alkali metal vanadium oxide bronzes[ddl, the quarternary titanium
oxide hollanditm[ds-ATl, the alkali aluminosilicatc  ~-cucryptite[48-51 I and the lithium
titanium oxide phase ramsdellite.

Materials with~ourite and anti~uorite  structures

The most common of the fast ion conductors with fluorite (CaFz) structure is the Zroz
family in which the mobile species are the oxide ions. Doped ZrOz has been used in a
number of applications such as oxygen scnsors[27~ 52 -w]. Another material of special
interest because of its large anionic (fluoride ion) conductivity is PbF2[55 -671. Among the
materials having the antifluorite structures, Li5A104, Li5Ga04, LiGZn04 exhibit high
lithium ion conductivity at moderate tempcratures[b81. It is thus possible to find high
values of both anionic (in the fluorite structure) and cationic (in the antifluorite) transport
in these unique crystal structures.



Materials with layered structures

The ~-alumina family is the most important of the group of materials with layer-type
crystal structures. Comprehensive reviews of these materials are presented by
Kummcr[lOl,  Kenncdy[@l and Collongucs et al[701. The crystal structure of hexagonal ~-
alumina consists of four cubic close-packed layers of oxygen with 3 A13+ ions occupying
some of the resulting octahedral and tetrahedral positions between each pair of oxygen
layers - an arrangement similar to the spinel, MgAlzOx. These spinel blocks are separated
by basal planes containing a loose packing of Na and O ions, the spaces between the
mirror planes being 1.12 nm. Another structure that has been found to exhibit rapid
anionic transport is the tysonitc (LaF3), which is US~ in fluoride ion seleetive
clcctrodcs[711. Materials with this structure based on CCF3 were found to have higher
fluoride ion conductivity[721. Lithium nitride also has a layered type structure but with a
cationic conductivity. The conductivity for lithium ions is fairly and anisotropic[sl’ 731.
There exist two types of sites for Li ions, one in the hexagonal LizN layers and the other in
the relatively open intermediate layers, where they form N-Li-N bridges[741. Finally there
exist several mixed conducting materials that arc layered in structure similar to CdIz, e.g.,
transition metal chalcogenidcs. Here, the cation is bonded to the lattice by van der Waals
forces , rather than by ionic bonding as in ~-alumina. These materials are used as cathode
materials in rechargeable lithium cells.

Materials with three dimensional arrays of tunnels

one of the pioneering class of compounds in this category of solid electrolytes containing
atomic-sized tunnels oriented in three directions and providing isotropic ionic transport is
ternary silver iodides of the RbA@5 family[ls’  16

1751. Several such groups of materials
having skeleton or network structures composed of arrays of corner and edge-shared
tctrahcdra and octahedra are being developed at various laboratories.

Structures with isolated tetrahedral

Examples in the category of compounds with characteristic isolated tetrahedral anionic
groups bctwccn which cations move include LidSiOd[Tbl, LidGeOq[7T~ 781 and several alkali
metal chloroaluminates having structures with alkali metals in between isolated A1C14
groups.

It is clear from the above discussion that the fast ionic conduction in solids is rather
sensitive to the crystallographic features. Though the presence of unusually large
concentration of mobile species was originally viewed as the dominant factor, the static
part of the crystal structure plays a significant role in determining the nature and ease of
ionic transport.



4.0 MECIIANISMS OF ION TRANSPORT

In solid electrolytes, ions are in perpetual random movement in all possible directions
(Brownian motion) from a lattice point to a vacancy or interstitial site, or from one
interstitial site to another, even in the absence of an electric field. By this random
movement the concentration of ions and defects are rendered uniform throughout the
solid, and this process is referred to as dijj’jusion. When an electric field is impressed on the
solid, the ions still randomly move about, but migrate as a whole along the direction of the
electric field manifesting as ionic conduction. Thus diffusion and migration of ions via
defects constitute the basic processes of ionic conduction in crystalline ionic solids. In
amorphous polymeric materials ionic diffusion is possible by local motion of polymer
chains. Hence a liquid like character attainable above the glass transition temperature of
the polymer becomes necessary for ionic diffusion.

4.1 Microscopic Aspects of Diffusion - the Jump Mechanism

During diffusion and ionic conduction, ions must move through the lattice by some
jumping process. A direct cation-anion exchange is ruled out and the ion transport is
mediated through defects. The ion transport is thus governed by the jump probability of
an ion into a defect. This in turn proportioned to (Benierc 1972)[781

a) the probability for the ion to jump into the defect in a given direction in unit time,
which is the jump frequency.

b) the probability that a given site has a defect on a nearest neighbor site, i.e., the
product of the number of nearest neighbor sites and the mole fraction of the
defects.

The jump frequency ‘w’ depends upon the potential barrier experienced by the ion
(Fig. 1.2). Assuming that the Einstein model to be applicable, i.e., that the ions are
vibrating harmonically around their equilibrium positions with a vibrational frequency, vo,
the expression for the jump frequency of a point defect is of the form[Tgl

0.) = Vf) f3Xp (- AG / K T) (1.8)

where AG is the free energy of migration, ‘o)’ can bc expressed in terms of AH (enthalpy
of migration) and AS (entropy of migration) as

(0 = V. (AS/k) exp(-AH / K T) (1.9)

This is an expression for the thermodynamic equilibrium allowing an equal number of
jumps in both left and light directions. However, such is not the case if a gradient is
generated due to differences in either applied electrochemical potential or concentration
(chemical potential). In the case of an imposed electric Iicld, the potential energy
experienced by the interstitial ion jumping one interstitial position to another is asymmetric



as shown in Fig. 1.3. Due to the electric field, E, an additional term, - q E x is added to
the potential energy term, where q is the charge on the interstitial ion ancl x is half the
interionic distance, a. The subsequent saddle point energy decreases by an amount
l/2qa13. A jump in the direction of the field would therefore take place with increased
probability:

(1)’ = vOexp[- (AG-l/2qa E)/KT] (1.10)

and a jump against the field occurs with reduced probability,

(1)” = vOexp[- (AG+l/2qa E)/KT]

The net number of ions moving per unit volume in the direction of the field,

n’ = n (m’ - w“)

n@qa E/k T

(1.11)

assuming q a E e< k T. Here, n is the number of interstitial ions per unit volume. The
current density , j, ( which is the amount of charge passing per unit area per unit time) is
given by

.i= na2q2co E/k T (1.12)

The expression for the ionic conductivity, o, is expressed in terms of the jump frequency
as

CY= j/13

where v is the mobility, given by

(1.13)

P= a2qu/k T (1.14)

Finally, an additional numerical factor is added to the above equation to account for the
fact that the charge carrier can jump to multiple forward positions (e.g., 4 for NaCl) in the
lattice. Similar expression holds good for the vacancy or interstitially mechanism. The net
ion transport induced by a concentration gradient is termed as diffusion and is dealt in
detail in Seetion 4.3.



4.2 Models of Ionic Motion

Development of models of ionic motion may bc considered to have place in three stages.
Of the early transport mechanisms suggested, apart from the free ion model of Rice and
Roth1801, most tried to extend the above simple hopping model from its successful
application to the defect conductivity mechanism to systems where the mobile ion
concentration was high. In the seeond group of theories, recognition was given to co-
operative motion, where the influence of mobile ions on one another was taken into
consideration. Finally, for systems in which the flight time between sites was shown by
spectroscopic methods to be of the same order as the dwell time, motion was
characterized in terms of quasi-liquid sub-lattice behavior. Only one microscopic model
has been developed specifically for describing the transport mechanism in polymer
cleetrolytes, namely the dynamic bond percolation modeli81-831. ,This theory is based on the
principle that local segmental mobility of the polymer host controls the ionic conductivity
and diffusion processes. Occasional independent hopping of ions is assumed to occurs in
addition, however, only rarely. In a fixed configuration of the polymer host with ions all
in low energy equilibrium positions, the probability of an ion hopping at a characteristic
rate can be visualimd as a percolation process governed by the availability of accessible
empty ion sites. However, in the case of a polymer host above it glass transition
temperature, the chains are constantly in motion altering and readjusting the probability
values. Thus availability of empty sites get renewed in a time scale determined by the
polymer motion. For observations greater than this time scale, a diffusive behavior would
bc observed. For shorter time scales the motion would be equivalent to hopping. Static
percolation would bc observed if the polymer motion is extremely slow. When polymer
motion rates increase the diffusion coefficients and conductivity increase monotonically
until the ion-transport changes to ion-hopping type independent of the chain motion. Such
a condition is called renewal saturation. The full implementation of this model awaits
understanding of ion-ion interactions in ion hopping, experimental input on relaxation
processes ( such as NMR data), and extension of the lattice formalism to describe
amorphous systems.

4.3 I%enornenological  Description of Diffusion

Despite the fact that the processes of diffusion and migration arc microscopic phenomena
governed by fundamental interactions between and lattice and defeet sites, a
phcnomcnological description based on concentration of diffusing species, electric field
gradient, and experimentally accessible quantities such as diffusion coefficients and ionic
mobility is of immense practical value.

Fick’s laws and dijjfusion  equations

When a concentration gradient exists in a solid, diffusion results in a net ionic flux in the
direction which tends to make the concentrations uniform. In 1855, Fick stated that the
diffusion flux J (defined as material flow pcr unit time) is proportional to the
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concentration gradient. Thus, for a concentration gradient in one dimension wc have
Fick’s first law as,

JX = - D (i3c/dx) (1.15)

where D is called the diffusion coefficient. The negative sign in 13q. 1.15 is because a
negative concentration gradient results in a positive diffusion flux.

When the concentration gradient varies with x, there is difference in the fluxes at x and x+
Ax, given by (JX -JX+AX).  In a time AL there occurs an accumulation of material given by (JX
-JX+~X).At.  This material accumulation manifmts itself as a change in concentration with
time, AC(= Ct+At - C,), or total material accun~ulation of AC. Ax. Thus

(J. -Jx+Ax).At = AC. Ax

or in the differential form,

aclat = -dJX/ilx

Combining this with the first law (F@. 1.15) we have,

actat = WI @CL3xN i a t

If D is a constant, Eq. (1.17) maybe written as ,

aclat = ~. a2c/ax2

and may be generalimd into the three-dimensional isotropic diffusion equation.

(1.16)

(1.17)

(1.18)

acnt = II( a2C/dX2+  a2c/ay2+ a2C/b2 ) (1.19)

Solutions for Eq. (1.18) yield concentration distribution with time for a given set of
boundary and initial conditions. For cxatnplc let us consider diffusion either direction (~
>X >-~)from a plane source containing at t=O an amount M of a substance. The
concentration distribution changes with time and is given by:

C(x, t) = {~>e’d-~}} (1.20)
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Thus diffusion under these conditions procccds symmetrically from the origin (x=O) and
the simple average position of the diffused substance is always the origin. Ilowcvcr, the
mean square X2 of the distance at any time t can be derived to be equal to 2Dt. Thus the
mean square increases proportionally with time and the constant of proportion is 211.
Therefore, D is a measure of the spreading velocity of the substance. Another typical
example of a diffusion in ionic solids is characterized by the following conditions:
Semi-infinite ( i.e. O > x > ~ ) and linear ( one-dirncnsion)  diffusion from a surface
maintained always at a constant concentration CO b. At. t=O and x > 0 , C= O. Under
these conditions the concentration distribution is given by :

c = C. ( 1- crf{x/21hl}) (1.21)

for all t >0 where erf denotes the error function.

Analytical solutions for various sets of boundary and initial conditions are given by
Crank1841, and the mafiematically equivalent problems in heat transfer by Carlsaw and
Jacgeri851. The diffusion process in which the concentration changes with time is called
non-stationary diffusion, while that which is not time dependent is called stationary
diffusion. For stationary diffusion, thus ~C/& =0 and thus from Eq. 2.2 ~J/~x =0 and
therefore, J is a constant.

Modijied  Fick’sfirst  law and the Nernst-Einstein  equation

In a more generalized interpretation of diffusion, EinstcinlgGl and Hartleyi871 believed that
the true driving force for diffusion was the chemical potential gradient, instead of the
concentration gradient claimed in Fick’s first law. Such an interpretation accommodates
the thermodynamic non-ideal character of real systems. Chemical potential p of a system is
defined as the partial molal Gibbs free energy and has the units J mole-]. This gcneralimd
description of diffusion is embodied in Wagner’s thcory[881 for ion transport in crystals. The
flux J[ of a particular species i is then given by

(1.22)

where Ci is the concentration (mole cm-s), Fli is the absolute mobility (cmz J-1 S-l) and N is
the Avogadro’s number. The absolute mobility ( or mechanical mobility as it is sometimes
called) is thus the migration velocity of the species per unit energy gradient. The chemical
potential is related with activity ai of species i and the activity coefficient yi as

Pi = ~0 + RT 111 ai

= y“ -t- RT in yi + RT in Ci

The gradient of the chemical potential is then given by
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Substituting the above relation for ~Pi/~x in Eq. (~ .22) and comparing with pick’s first law
(Eq. 1.15), we find

Di = BikT{ 1 i- (~ln ~i/~lnCi) } (1.24)

This relation between diffusion coefficicn~ absolute mobility and the concentration of the
diffusing species describes ideal and non-ideal systems and is called the Nernst-Einstein
equation. The diffusion coefficient defined by Eq. 1.24 is referred to as the component
diffusion coefficient. When yi =1 as in an ideal solution,

l)i = B#T (1.25)

and then Di is equal to that defined by Fick’s first law.

4.4 Diffusion Coefficients

Self and isotope difiusion coefficient

The measure of random (Brownian)  motion of ions or atoms in usually called the self-
diffusion coefficient. However, for practical reasons sometimes the diffusion of the
isotope of the ion or atom (called tracer) is studied and therefore a the diffusion coefficient
so obtained is termed the isotope or tracer diffusion cocflicient. Thus the self diffusion
coefficient is related to the isotope diffusion coefficient by a correlation factor which is
usually less than unity.

Defect diffusion coefjcient

In the example of vacancy diffusion, if the concentration ratio of vacancies to ions on the
lattice site is 1:100, on average an ion jumps once for every hundred jumps of a vacancy .
This leads up to a relation between the diffusion coefficient of the vacancy, Dv and the
self-diffusion coef!icien4 D as

Dv Cv
= Dc

Cv is the concentration of the vacancies and C the concentration of the lattice sites.

Chemical di~usion  coefficient

When ions are involved in chemical reactions such as insertion into a lattice to form a new
phase or in exchange processes where one type of ion replaces another, changes in
stoichiometry, the diffusion of these ions is accompanied by a solid state chemical change
whose rate is controlled by the diffusion. Such diffusion processes could involve the
participation of more than one chemical or ionic species and is termed chemical diffusion.



The chemical diffusion coefficient can be thus be related to the self diffusion coefficient by
a factor proportional to the interactions in chemical diffusion (Wagner]951 ).

Haven ratio

Over a wide range of temperatures, expcritncntally measured diffusion coefficients often
obey the relation

D = DOexp(-AE/k T)

where DO is a constant, pre-exponential factor and A E is the activation energy for
diffusion. The diffusion coefficient D and the electrical conductivity are related, as will be
shown later in section 5.1, by the Nernst-Einstein relation :

o/D = Nq2/k T (1.26)

where q is the charge of the moving spccics and N is their number pcr unit volume. The
diffusion coefficient, I>(AC) calculated from the measured value of the conductivity as

% . a l e ) (1.27)

is generally different from the value directly measured value, D, e.g., by tracer diffusion
coefficient. The disagreement between the two is attributed to the fact that in the
electrical conductivity measurements under applied field, the successive jump directions of
defects are uncorrelated with one another, while such is not the case in the absence of
ckctric field. The correlation between both the diffusion coefficients is given by the
relation :

= D / D{dc) (1.28)

and is called the ‘Haven Ratio’. This is almost the same as the theoretical correlation
factor ‘f introduced in the equation relating the diffusion coefficient with the jump
frequency and jump length.

4.5 Measurement of Diffusion Coefficients:

A wide variety of methods have been used for solving Fick’s cquations190921. There are
two main approaches to theory : a) the atomisitic approach where the atomic nature of
the diffusing species is specially considered and b) the continuum approach where the
atomic nature is ignored. The former relates the diffusion coefficient to quantities like
atom jump frequency, relaxation time etc. and the later relates to the initial and final state
(concentration) of the system. The experimental methods used for the measurement of
diffusion coefficient are related to the above methods of treating the diffusion
phenomenon and can be grouped as



Direct method : The mass flow or concentration is measured as a function of either
distance or time

Indirect method : The jump frequency or relaxation time is measured to evaluate the
diffusion coefficient

D = 116 f L20) (1.29)

where A is the jump length, o is the jump frequency and f is the correlation factor. The
value of the jump frequency can be determined by relaxation measurements like light
scattering, NMR, diffuse neutron and x-ray scattering.

The direct methods evaluate the diffusion coefficient by measuring the concentration of
the diffusing species as a function of depth of penetration. Such methods are often more
reliable and include a wide variety of physico-chemical methods like mass spcctrometry,
radio-active tracer technique, spcctrophotomctry  etc. The electrochemical methods also
fall into this category and arc based on measuring the concentration profile through a
variation of either electrode potential (chronopotentiometry), reaction current
(chronoamperometry)  or coulombic charge (chronocoulometry).  Among the various
direct methods, tracer diffusion teehniquc is generally adopted whcrcvcr possible, as
irreproducibility may exist in other direct methods.

Tracer method

This method is applicable to a polycrystalline or single-crystal slab of the speeimen. The
tracer diffusion coefficient of an ion M+ in a matrix MX is measured by applying a very
small amount of a radio-isotope of M on a plane perpendicular to the direction in which
the diffusion coefficient is to be measured. The sample is now annealed for a desired time.
The distribution of isotopes can be followed by sectioning the samples and estimating the
amount of the isotope in each section by radio-counting or by seconda~ ion mass-
spectromctry. Analytical expressions for spatial concentration distribution with semi-
infinite boundary conditions can be used to evaluate the diffusion coefficient.

Nh4R Method

A nucleus with a non-zero nuclear spin quantum number I , when placed in a uniform
magnetic field HO suffers a energy lCVC1 splitting into 21 + 1 discrete levels with equal
energy differences of AE= yhH~2z, where y is the gyromagnetic ratio. The gyromagnetic
ratio characterizes the nucleus and its environment. The energy absorbed by the nucleus is
in the radio frequency range and the phenomenon is called nuclear magnetic resonance
(NMR). For an isolated nucleus a sharp line is observed. However, splitting or
broadening of lines occurs due to the interaction of the nucleus with its surroundings. So
information of the local structure of molecules or atomic groups are hidden in this broad
band. As temperature is raised, the thermal motion of atoms results in an average
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magnetic dipole interaction causing narrowing of the resonance band, and this
phenomenon is called motional narrowing. Motional narrowing of resonance lines can be
used to determine the nature of the diffusing species. To determine the diffusion
cocfficicn~ the relaxation of the excited state as it recovers by releasing its energy to its
surroundings (spin-lattice relaxation), must be observed. The spin-latt.ke relaxation time
when plotted as a function of 1 ff’ passes through a minimum value tC for a constant
applied frequency and at the minimum a comclation time ~C . Then tC can be used to
estimate a value of diffusion cocfticicnt which agrczs well with the self-diffusion
coefficient. Further details on the NMR method arc provided by Bannet1931.

Electrochemical methods

Diffusion coefficients can be determined from galvanic CCIIS employing the solid
electrolyte by combining current generation and potential measurements. In this method a
pcrwrbation of the concentration gradients of the mobile ionic or electronic species is
accomplished by a controlled transient electrical current or potential signal. The attainment
of a steady-state concentration gradient following such a perturbation is followed. These
methods are described in the following:

Chronoamperonwtry

In this method , the uniform distribution of the mobile species is suddenly altered at the
electrode/electrolyte interface by a potential step. A time-dependent current flow
immediately results in response to the concentration gradient until a new and
homogeneous composition is reached. The time dependence of the concentration profiles
is determined by the diffusion coefficient and the direction of diffusion and geometry of
the boundaries. Commonly, experiments are arranged to approximate to linear diffusion to
a plane or cylinder. For linear diffusion to a plane of unit area for time t << L2/D, where
L is the thickness over which diffusion occurs, and for a potential step AE, the current
density I is given by

I = z qNAAE t-in lkl/(vM rcln dE/dy) (1.30)

where, z is the charge on the mobile species, q is the elementary charge, VM is the molar
volume, and y is the stoichiometric number. Thus the slope of the plot of I vs t-’n at short
times will be a straight line from which the diffusion coefficient D may be evaluated.

Galvanostatic(  or current step) Method

In this method the current is stepped from zero to a constant value l.. The concentration
changes and diffusion of mobile species results in a time-dependent potential which is
measured as a function of time. For short times, the linear diffusion to a plane under a
current step 10 results in a time dependent potential , E expressed as:

E = { 2VM 10 t l“dWdy)/z qNA #dD (1.31)



Thus the slope of E vs. tln can bc used to evaluate D. Expcrimcntdly,  an important
advantage of this method is that any fixed impedance dots not change the shape of the
voltage time curve. ‘_flus compensation of the internal resistance drop and exact
knowledge of the position of the refcrencc electrode are not crucial to this method. Since
the current is the controlled variable the extent of concentration change caused by the
method can be calculated for the chosen current. With the potential step method large
currents can flow momentarily causing uncontrolled concentration changes. On the other
hand the galvanostatic method does not allow determination of the diffusion coefficient
from long-time experiments. Variations of the galvanostatic  method employing short
pulses is reviewed by Weppncr and Huggins1941.

5.0 CONDUCTION

5.1 Phenomenological Description of Ionic Conduction:

Charged particles can migrate even without a concentration if there is an electric Iicld. The
flux is called conduction . When an electric field il) / ax is applied on a charge of
magnitude Z e the energy gradient Z e (~$ / ax) is generated and the flow equation is then
given by

j = -C BZe(d$/~x) (1.32)

The current I (= Z F j, coulombs cm-z s-l, where F is the Faraday constant ) is given by

1 = CBZ2Fe(iJ$/~x) (1.33)

Then we may express C B Zz Fe as o and term a as the conductivity. Combining the
above relationship with that of Eq. 1.25 we have

B = D/kT

= dC ZzFe (1.34)

thus allowing a calculation of D from c or vice-versa when one of the values is known.

5.2 Electrochemical Potential Gradient and a Generalized Formalism for
Diffusion and Conduction

In the general situation where charges move by diffusion and conduction, the fluxes can bc
combined and expressed as
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J = -(cB/N) a(p+zF$)/dx

where F/N is e.

(1.35)

As a consequence, it would be possible to define a combined driving force duc to
chemical and electrical gradients &@x where q is called the clcctrochcrnical potential and
is equal to (p- + Z F $) and a generalized flow equation may bc cxprcsscd as

J = - B Z e (~@x) (1.36)

The generalimd description of flux (Eq. 1.36) based on the clcctrochcmical potential can
bc written for cations, anions and electrons in a crystal as follows:

J+ = - CBZ1 C( ihl+/dX)

J- = - CBZZC( hl_/dX)

J. = - CBC( i)?l~dX)

(1.37)

(1.38)

(1.39)

5.3 Measurement Total Ionic and Electronic Conductivity

Direct current measurements

When direct current is passed through an electrolyte or mixed conductor, electrochemical
reactions occur that cause compositional changes. However if the compositional changes
caused by passage of current are exactly rcvcrsc of each other at either clcctrodcs( such a
system is referred to as a system of reversible clcctrodcs), then there is no net change in
the chemical potential of the system. Irreversible effects of compositional change arc also
referred to as electrochemical polarization. Thus reversibility is achicvcd when the
electron transfer reactions at the two electrodes arc the exact reverse of each other and
only one ionic species conducts exclusively. Under these circumstances the flux of
anions, cations and electrons is given by:

= (a+ +6. +- CTJF . ihlji)x

= (a+ + a+ @.E (1 .40)

E is the electric field gradient. Thus the total conductivity is obtained as J/E. Therefore,
measurement of conductivity by direct current methods requires the use of reversible
electrodes. Also, in direct current measurerncnts,  since the potential distribution near the
electrode contacts are non-uniform, the potential difference is rncasured between two



points away from the each of the current carrying electrodes and thus the method is also
called the four probe method.

Experimental details for the measurements of electrical conductivity and transport
properties of solid electrolytes has been reviewed by Rapp and Shores[gsl and Kvist19Gl and
more rcccntly by Blumenthal and Seitz1541.
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Alternating current measurements

Alternating currents of small amplitude, in principle do not cause change in the
composition of the solid electrolyte and thus the ac. method can be used with non-
reversible eleetrodes( blocking cketrodcs); Usually, the smaller the amplitude of
alternating current, the higher the degree of reversibility. For this reason the ac. method
is widely used.

Electrical equivalent circuits for the electrode\electrolyte  interface

If a sample is a pure ionic conductor ( i.e., 0,=0), and the electrodes are inert to any
conducting species (i.e., a blocking elcetrodc) the cleetrodelsolid electrolyte interface
behaves as a capacitor. In such an interracial capacitor electronic charge stored on the
metal electrode is compensated by ionic charges in the solid electrolyte. These two layers
of charge are referred to as an “elt%trical double layer” and the capacitance termed as a
“double layer” capacitance. Under these circumstances an equivalent electrical circuit for
the electrodes and solid electrolyte sample is given in Fig. (1.4a), where R, and Cd
represent the electrolyte resistance (1 /(cr+ + o.)) and the double layer capacitance.

In actual cases, however, charge transfer ( which is an electrochemical reaction) always
occurs at the eleetrode/electrolyte interface and is represented by 1$ as in Fig. ( 1.4b).
The charge transfer resistance ~ is the linear equivalent of resistive (or polarizing)
characteristic of the interface when it sustains an electrochemical charge transfer. When a
steady state current i results in a steady-state potential drop of E across the interface, the
i3E/ ~ i is termed the faradaic polarization resistance which is the sum of charge transfer
resistance R, ,and mass transfer resistance Rn, . A linear relation between E and i is usually
found when the perturbations are less then 5 mV. Unlike charge transfer, the process of
mass transfer is per se a time-dependent process and thus exhibits transient properties M
determined by the diffusion coefficient and concentration of the diffusing species.
Transient mass transfer polarization has thus been understood to arise from an impedance
(with the equivalent of ladder-type network of capacitors and resistors) and in a
commonly encountered case of semi-infinite boundary conditions, termed Warburg
impcdanceIg71.  Thus a generalized equivalent circuit of Fig. ( 1.4c) with the electrochemical
effects at the interface includes the double layer capacitance, charge-transfer resistance
and Warburg impedance.

When the distance of separation between the electrodes is small, the geometric
capacitance between the electrodes becomes significant and the equivalent circuit should
include a geometric capacitance C~ as shown in Fig. ( 1.4d). Thus the alternating current
method can be used not only to obtain the conductivity of solid electrolytes but also
investigate the properties of the electrode/clectrol yte interface.



Analysis of impedance data

Jntheahernatingc urrentmethod,  a sinusoidal varying potential E,.sinmt (o)equals2rcf
where f is the sinusoidal frequency in Hz) of small amplitude (usually, 5 mV) is applied to
the cell consisting of the electrolyte sandwiched between two clcetrodcs. “1’hc sinusoidal
current that results is shifted in phase by Q and is given by Iln sin(oM+~) The two terminal
impedanee, Z (is given by E,,/InJ, and phase angle difference (between the applied
sinusoidal voltage and observed sinusoidal cell current) JP, arc measured as a function of
frequency of the applied sinusoidal voltage, m. In order to represent the variation of Z as
well as q together, a plot of Zcosq ( also called Z’ or ~.ea] or in phase component )
VS. Z sin~ (also called Z“ or zirnaginary or out-of-phase component) at various
frequencies is commonly prcscntcd as impcdancc data and is referred to as the Cole-Cole
or Nyquist plot. Thus in a plot of Z’ vs Z“ by definition,

z = 4(Z’ +Z”) (1.41)

and
9= tan-l (2’’/2’) . (1.42)

Because of the nature of the algebra used in such analysis is similar to that employed in
the study of complex numbers, such a rcprcscntation is also called complex plane
impedance analysis.

For the electrical equivalent circuit of Fig (1.4a) the impcdancc Z is given by

z = 4(1<: +(lhc,)q (1.43)

Thus in a Nyquist  plot for Fig (1.4a) , Z’ is equal to R, and Z“ is equal to l/mC, at any
frequency and thus the value of R, and C, can bc evaluated.

For the circuit in Fig. (1 .4 b), a parallel combination of the charge transfer resistance l;
and double layer capacitance Cd in series with the ionic resistance Rs, Z can be dcriv~
from ac theory as

z = ~[{R, +R/(1 +C021;2C,2) }2 +{ W,R:W +CD2R/Cd2)}21 (1.44)

Under these conditions, the Nyquist plot takes the shape of a scmicirvlc and the ionic
resistance Rs is determined from the value of Z’ extrapolated to o) = ~ . At o) -+ O, Z’=
R, +Rr When tan-l (Z’’/Z) is maximum, the value of @ = 1 /RtC~ . Thus the value of the
circuit elements can be calculated.

Reeently, the experimental measurement of impedance components in the range 100 kHz -
1 mHz with frequency response analyms such as the Solartron series 1550, offers very



high sensitivity and remarkable noise rcjcclion capabilities combined with speed and
automation.

With measurements from solid electrolyte-electrode systems, it is usual to compare the
results with that of a theoretical model to determine the ~uivalent circuit and the
significance of its different components. Macdonald1981  has developed theoretical models
to describe the impedance of a system in a number of different situations applicable to
solid electrolytes. Experimental and analytical details of the alternating current method
arc discussed by MacDonaldIggl, B auerlc[l~l and Amstrong[ggl

Despite the successes with the ac impedance methods, these measurements provide little
information concerning the intercrystallinc effects. Such bulk phenomenon would
normally occur in a highly conducting solid in the range of 10$’- 1012 Hz, well outside the
range of normal ac equipment. Hedge et allloll have therefore pointed out the advantages
of low temperature effects to bring the conductivitics below 104 S m-l and the
conductance dispersion in a more accessible frequency range.

Cole and Cole I1OZI introduced the dielectric relaxation function 1 / (1 + jo)rO )l-” and
showed that this represents a depressed circular arc in the complex impedance plane. The
parameter, et, is a measure of the departure from simple Dcbyc behavior, i.e., a measure
of the depression of the ccntcr of the circle below the real axis. Non-Dcbye  nature due
to inter-ionic forces in a disordered interface region or to the existence of surface
roughness. Intracrystalline response is reportedly governed mainly by concentration of
mobile ions[loll. Thus materials having relatively ordered structures and small
concentration of mobile defects such as beta-PbF2 and AgCl approximate to the ideal ac
impedance behavior with perfect semi-circles. On the other hand, the pronounced
dispersion with a single crystal beta-alumina is attributed to strong interaction among the
mobile Na+ ions or to a wide distribution of ion jump frequencies reflecting disorder in the
conduction plane.

5.4 Separation of Ionic  and Electronic Conductivity

In the measurement methods described above both ionic and electronic species are mobile
and their total conductivity is measured. For mixed conductors, the electronic conductivity
can be separated from the ionic conductivity by the use of a combination of ion-blocking
and reversible electrodes. The objective is to block the ionic flow and sustain only
electronic conduction. For example a metal electrode such as silver functions as a
reversible electrode in contact with silver bromide. A graphite or carbon electrode in
contact with silver bromide dots not sustain any electrochemical reaction readily with the
ions of the electrolyte when polarized positively and thus functions as an ion-blocking
electrode. When a direct current is passed through such a mixed conductor as silver
bromide and the voltage between the two electrode terminals (carbon as the positive
electrode and silver the negative electrode) is ICSS than the decomposition voltage of silver
bromide (bromine evolution from bromide dots not occur under these conditions), ionic
migration cannot be sustained however a steady-state current is observed due to the



electronic conductivity. Choice of polarity that is reverse of that suggested would result
in silver deposition at the carbon electrode leading to silver deposition at the carbon
electrode converting it into a reversible electrode. In effect, the reversible electrode serves
as a potential invariant electrode (ekctrochemists refer to such an electrode as a reference
electrode) and all potential changes at the blocking electrode can be measured with respect
to this reference. Since ion transfer is forbidden at the blocking electrode the ionic current
in the electrolyte is zero. The steady-state electronic current at various potentials E can
be measured and the electronic conductivity for a solid electrolyte of thickness x and area
of cross section A calculated from Ohm’s Law as :

(1.45)

This method is known as the Hebb-Wagner tcchniquc11°3~lwl.

5.5 Methods of Determining the Transference Nutnbcr

For an electrolyte dissociating to give simple cationic and anionic spccics, the transport
number, e.g., of cation t+, is defined as the number of faradays of charge carried by the
cation across a reference plane (fixed relative to the solvent), when a total of one faraday
of charge passes across the plane I1OSI. in conventional electrolyte, cxpcrimcntd
techniques such as the moving - boundary methods were sufficiently well developed to
allow routine determination of transference numbers with great accuracy. For pol ymcr
electrolytes, however, these methods are inapplicable and a number of alternate methods
have been developed [~~llzl. The Tubandt method [log] is the technique most commonly
applied to conventional solid electrolytes. It is directly based on Faraday’s laws and
requires weight variations in the electrolyte regions near the two cell clcctrodcs caused by
the passage of a known amount of charge, to be measured. It is difficult to apply this
method to polymer systems because of the requirement to maintain the electrolyte as a
series of non-adherent sections. Leveque et al[l~l were able to carry out such experiment
for highly cross-linked networks where the electrolyte could readily bc separated into its
component sections after the passage of the current. Bouridah et al [1101 dcvclopcd a
technique based on the measurement of cmf 113-141 of a concentration cdl formed by
contacting two previously thermally activated half cells. This method is experimentally
difficult and has the disadvantage of requiring knowledge of the variation of salt activity
with the concentration. The most popular technique for transference number
measurements in polymer electrolytes is that developed by Sorensen and Jacobsen [108I
using an analysis of ac impedance of the cell with two electrodes, each non-blocking with
respect to the cation. Here, the current flowing through the cell is affcctcd at low
frequencies by concentration gradients near the electrodes, which give rise to a
characteristic diffusional impedance in the complex impedance plane. The method is,
however, often difficult to interpret 11131 and applicable only at high temperatures, since at
normal temperatures the frequencies required to show the diffusional part of the
impedances are too low to be of practical value. The steady state current method of
Blosky et al[llll is prone to errors due the electrode effects which might significantly affect
the potential distributions and the current flowing through the cell. A combination of dc



and ac polarizations has been proposed by Bruce and Vinccnt[l 141 to alleviate the above
problem and thus to determine the transference number even when the diffusion
coefficients are low and even in the presence of passivating layers on the electrode and
slow electrode kinetics.

6.0 THERMODYNAMIC AND KINETIC MEASUREMENTS ON SOLHI
ELECTROLYTE CELLS

6.1 Thermodynamic Measurements from Elcctrochcmical  Cells

A significant amount of data on the thermodynamic properties pcllinent to the solid
electrolytes, especially oxide systems has been generated from electrochemical cells with
solid electrolytes. From the reversible cell potential of such cells, it is possible to obtain
values for the Gibbs free energy change AG, for the corresponding chemical reaction in
the cdl 11151.

The usc of solid electrolyte-bastxl galvanic cells for determination of the thermodynamic
parameters, e.g. free energy of formation of oxides and halides, was pioneered by
Kiukkola and Wagner 113-141 and Peters et al. [116’1171. Wagner [1181 derived an expression
for the steady state open circuit potential across a compact mixed-conductor oxide.

Consider an electrochemical ccl] comprising a solid electrolyte MO, wherein oxygen ions
(0>), excess electrons e’ and electron holes h“ are the charge carriers. Let M’Oz and M“Oz
be the chemical potentials at the electrode/electrolyte interfaces as shown below:

Pt, ~’o> / MO / pup, Pt
X=l) X=l

The’ partial current density, Ii of the species i at any location within the electrolyte may be
written as

(1.50)

where o i is the partial conductivity of spccics i, Zi is the valence, F is the Faraday
constant, x is the distance coordinate and q i is the electrochemical potential of species ‘i’.
The electrochemical potential is delined as:

where K i is the chemical potential of i and $ is the electrostatic potential. The sum of
the partial current densities of the oxygen ions, excess electrons and electron holes maybe
written as



(dv,d dx) + 0,/ F ( dvd/ dx) - @ F(dp,,. / dx) (1.51)

At open circuit, defined as the limiting case when the sum of partial currents, 1.2- + Ii +
J,]. tends to zero. Thus at open circuit, from the above equation,

ao = (~> / 2F) d~o> + t.,/ F alp., - ~,. / F dpl,. (1 .52)

where bz, ~). and t~ are the transference numbers of oxygen ions, electron holes and excess
electrons respcctivcly, and are given by the ratios of the respective partial conductivities to
the total conductivity. In the solid electrolyte MO, the equation may bc assumed as

1/20z  + 2e’ = @- (1.53)

h. + e’ = null (1.54)

From above equations,

d po> - 2dp~ = 1/2 dpoz

and

aph = –ape,

The above two equations, combined with the conditions that tO, +t., + ~, = 1 yield

an integration from x=O to L

Since $“ -$’ equals the open-circuit voltage (Em) and

w’. = p’e Pt = V“e

(1.55)

(1.56)



The more general form of the above equation is
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(1.57)

This equation forms the basis for the thermodynamic measurements using solid
electrolytes. In most such measurements tiOn 2 0.99.

Stability of the electrolyte

While the potential utility of the solid electrolyte is greatly dependent upon the magnitude
and selectivity of the ionic conductivity, its practical utilization in galvanic eclls also
requires that it meets the requirements of stability at the electrode potentials. This is a
particularly important matter since many of the advanced galvanic cells utilim highly
reducible cathodes and oxidizable anodes. It is not enough to know the voltage at which a
phase decomposes, which establishes its electrolyte limit. In addition, the actual values of
the limiting potentials in the galvanic cell environment need to be known in order assess its
to stability in conjunction with the specific electrode materials, each of which establish
characteristic reduction /oxidation potentials at the electrode / electrolyte interface. In the
case of binary phases, the stability range can be computed from the Gibbs free energies of
formation of adjacent phases. The situation is rather complicated for the ternary
electrolyte. From an electrochemical stand point, the stability of the solid electrolyte in a
given galvanic is estimated using cyclic voltammetry, wherein the solid electrolyte is
polarimd to extreme positive and negative potentials in a cd comprising inert but
elcctrocatalytic metals such as noble metals, carbon as current collector.

6.2 Determination of Thermodynamic parameters by Conventional Methods

The important parameters necessary for a reasonable thermodynamic description of any
system are a) specific heat as a function of temperature and pressure ii) enthalpy  and
entropy of formation and iii) phase diagrams in the case of solid solutions. The rest of the
properties may be evaluated by using various thermodynamic relations. Some of the
methods for evaluating the above parameters are outlined below.

Specific heat or heat capacity

The heat capacity of a body is defined as the amount of heat required to raise its
temperature by one degree, i.e. specific capacity

C* = lim (AQ / AT)
AT.-> 0

The specific capacity is similarly defined as

(1.58)



where m is the mass of the body. The molar specific heat C is given by

c= CXM

where ‘M’ is the molecular weight of the body. From the first law of thermodynamics, it is
clear that the specific heat of a body at constant volume is the tcmpcraturc derivative of its
internal energy U, i.e.,

Cv = ( dU / dT)v (1.59)

A knowledge of Cv would thus tell us the manner is which the internal energy is
distributed among the different modes of thermal excitation. Such a knowledge as a
function of temperature’ would provide information about supersonic solids, which have
high degree of disorders and mostly undergo disorder-order type transformations.

The experimental determination of Cv presents problems for solids in terms of maintaining
constancy of volume. On the other hand, maintaining a constant pressure would be easy.
Hence, the specific heat at constant pressure is often measured and is related to Cv by

CP -  Cv =  V~cx2T/~

where V,n is the molar volume, ‘et’ is the thermal volume expansion
compressibility. In the absence of a precise value of ~ at all
Lindcmann empirical relation,

(1.60)

coefficient and j3 is the
temperatures, Ncrnst-

(1.61)

can be used. Here A is a constant evaluated from V“,, cx and ~ at any temperature. A
large number of experimental methods have been described in the literature [119’1201. Such
measurements fall broadly into two categories.

Drop methods: A heated sample is dropped into a calorimeter which measures the
heat released (-AQ). The heat released by the sample is measured as a sum of heat
gained by the calorimeter and radiation 10 SSCS. In a variation of this method, the
equilibrium time is reduced by using a calorimeter whose temperature remains
constant at the phase transformation of onc of its components (e.g. Bunsen ice
calorimeter).

Electrical heating method  A known amount of heat is supplied to the sample by
an electrically heated resistance wire and the resulting change in temperature is
measured. Either an isothermal or adiabatic calorimeter could bc used. The latter



is more widely used and contains no temperature gradient across the reaction
chamber and the jacket.

A comprehensive account of the various solid electrolytes, the conduction mechanism, an
assessment of the errors involved in the cmf measurements and their applications have
been given by Schhnazricd [1 ’51.

6.3 Comparison of Solid Electrolyte Method with Other Methods for
Thermodynamic Measurements

Characterization of oxide systems can be done by a measurement of the enthalpies  of
formation by calorimetric method and a detertninat.ion  of free energies of formation either
by the equilibration of the system with a gas mixture of known oxygen partial pressure or
by emf method. The former method involves errors related to the phase changes during
cooling (quenching) for a chemicallphysical analysis of the equilibrated phases. The latter
method, on the other hand, permits direct measurement of thermodynamic parameters at
the temperature of the experiment with no quenching. Also, the emf method is quicker
and more accurate within 1 mV ( or 92 cal ) as compared to 100-200 cal in the high
temperature measurements. Obvious choice from the oxide thermodynamic measurements
would be zirconia-based  electrolyte for moderate oxygen partial pressures and thoria-
based electrolytes for low oxygen partial pressures11211. Either an isothermal or adiabatic
calorimeter could be used. The latter is more widely used and contains no temperature
gradient across the reaction chamber and the jacket.

6.4 Kinetic Measurements

In kinetic studies, the current through the electrochemical cell is non-zero. The oxide ion
current density is given by

~ 2- drlo2-
1 02 . = =

dx

Since

and

~i = Pi +

we get

(1.62)
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The above current density of oxygen ions is related to the ionic current iiOfl in the external
measuring circuit through

10,.
iion
——

A

where ‘A’ is the cross sectional area of the electrolyte. Combining the above two
equations and integrating from x = O to x = L, we obtain

p,,.

lb = 1 ‘J d P’02 + ‘ion ‘ion (1.63)
m ~o,-

where
X. L

Qion=+J Liz
,=0  cJo2-

is the ionic resistance of the electrolyte and ECell  = $ “ - @ ‘. This equation forms the
basis for kinetic measurements using solid electrolyte cells.

6.5

a)

b)

c)

d)

e)

Factors Limiting the Applicability of Solid Electrolyte Cells for
Thermodynamic/Kinetic Measurements

At ionic transport number tiOD <0.99, the electronic conduction in the
electrolyte is significant to cause problems in maintaining the desired
chemical potentials at the e]ectrodeklectrolyte  interface. In solid oxide
electrolytes, however, there is useful range of oxygen pressure and temperature
where tiOn >0.99.

Even at low short circuit currents, the emf though stable, contains an overvoltage
due to a shift in the oxygen potential at the interface as a result of oxygen
transfer.

Reactions between the electrode and electrolyte are often complicated by the
formation of a layer of reaction product.

Studies at low oxygen pressures are to be preferably carried out in inert
atmosphere(He or Ar), instead of vacuum, after ensuring that the flow rate of the
inert gas has no effect on the measured cmf.

Slow equilibration of the electrode constituents limited by the sluggish diffusional
processes.
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f) Polarization effeets at the clcctrodc/elect.rolyte interfaces are to bc adequately
accounted for.

@ Electrode porosity/ homogeneity: A definite study on the effeet of density on the
partial conductivities of the sintercd compacts hasn’t been made. However,
sintered compacts with 95 f% theoretical density seem to be acceptable for most
thermodynamic and kinetic applications. Low density electrolytes might
permeate gases leading to unsteady cmfs. lnhornogcnietics in the ekwtrolyte can
lead to localized regions of enhanced electronic transference number (1 0-2).
Finally, the solid electrolyte tends to exhibit a high degree of susceptibility to
cracking under temperature gradients and thermal cycling.

f) Experimental uncertainties: The accuracy of the measured Gibbs free energy is
high due to a high accuracy possible in the measurements of cell cmfs. The
changes in the enthalpy and entropy measured from the variation of cell emf with
temperature are relatively inaccurate duc to the differential quotient dIYdT.
Nevertheless, these are values are superior to the calorimetric data. It is,
however, possible that the measurements on the solid electrolyte cells are often
complicated by instrument-related problems such as polarization of the cell due to
low input impedance of the voltmeter/rccordcr  and electrical pick up due to the
improper shielding of the lead wires and/or grounding of the instruments.
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n+ , n. : number of positive and negative ion vacancies

N

x

c

0)

Vo

0

P

J

j, I

D

Y

B

L

E

ti

@

z
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: number of cation or anion sites

: mole fraction; distance co-ordinate

.. mole fraction of impurity; concentration, mol cm-~

: angular frequency of sinusoidal wave form; jump frequency of ions/vacancies

: vibrational frequency, Hz

: conductivity, Ohm-1cm-1

: partial molal free energy; electrochemical potential

: flux of speeies, moles cm-2 s-l

: current density, A cm-z

: diffusion coefficient, cmz s-l

: activity coefficient

: absolute mobility, cmz J-1 s-l

: jump length, cm

: single eleetrode potential, Volt

: transference number

: eleetric potential ; phase angle

: impedance

: real component of complex impedance

: imaginary component of complex impcdancc
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Ya.!)[c 1 SLImInary of defects in ionic Ci-ys[als
——

‘Ijlpc of Struclurc l)cfect structuw
substance and and lrans])ort
examples njccl~allisms

Alkali halides
Ii}:, NaCl, 1<1,
Clc.

Ccsium  halides,
Csl,  ‘1’10, Ctc.

Silver haliclcs
AgH,  A.gl{r,  Ct[-.

Alkaline earth
halides Cak’2 ,
SrC12 , etc.

Other halides
PbBr2 , 1.aC13,
etc.

Simple salts with
complex anions
N a N 03, &2S04

Alkaline earth
oxides

Na(;l
(f.c.c.)

Cs(:l
(S.c.)

Na(:l
(f.c.c.)

fluorilo

and others

v a r i o u s

low synl-

mctry

wurlzitc

and Na~l

F’luorite structure fluorite
U02  , Zr02  : CaO

‘Jlansition metal various
oxides I:eO,
Cr203

Divalcnt NafJl and
chalcogenidcs others
ZnS,  Pb’I’e

Small cations mostly
and large anions cubic
AgI, RbAg4  Is
1.i2S04  , etc.

Schot[ky defects.
C;a[ion vacancies
more  mohilc.

Schol(ky  [Icfcc[s.
Anion vacarlcics
more mobile.

(;ation Frcnkc]
defects. (;atioll
nlotion by bollj
vacar]cy and
itltcrstitialcy.

Anion  l:rcnkcl  defects.
Anion vacancy and
interstitial both
mobile.

Schottky defects.

Cation [:rcnkcl
dcfcc  Ls.

Scho[tky clcfccts.
Cation concentration
controlled hy
impurities.

Anion I;rcl]kcl
defects,

Cation diffusion by
vacancies. Oxygen
diffusion hy dis-
locations.

Neutral Frcnkcl
defects, both cation
and anion.

Cation disorder.



.

Fig. 1.4: Equivalent circuits for the electrode/ electrolyte interface
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